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Abstract. Commonly-used tools for cortical reconstruction and par-
cellation, such as FreeSurfer, are central to brain surface analysis but
require extensive computation times. This paper proposes SEGRECON,
a fast learning approach where an integrated end-to-end deep learning
method does simultaneously reconstruct and segment cortical surfaces
directly from an MRI volume, all in a single step. We train a volume-
based neural network to predict, for each voxel, the signed distance to
the white-to-grey-matter interface along with its corresponding spheri-
cal representation in the registered atlas space. The continuous repre-
sentation of the spherical coordinates enables our approach to naturally
extract an implicit isolevel surface for its reconstruction and obtain the
parcel labels from the spherical atlas. We illustrate the advantages of
our method with thorough experiments on the MindBoggle dataset. Our
parcellation results show more than 4% improvements in average Dice
accuracy with respect to FreeSurfer and a drastic speed-up from hours
to seconds of computation.

Keywords: Brain surface reconstruction - Surface segmentation - Par-
cellation.

1 Introduction

The accurate reconstruction and segmentation of cortical surfaces from MRI
are essential to a variety of brain analyses [23/8]. Standard pipelines for surface
reconstruction [BIAT3IT724] follow a sequence of costly operations that often
include: white matter segmentation, surface mesh generation from the segmen-
tation masks, mesh smoothing and projection to a sphere, topological correction
of the projected mesh, and fine-tuning of re-projected mesh on the segmented
volume. The segmentation of the cortical surface into neuroanatomical parcels
is then performed in a subsequent and typically more expensive step of up-to 4
hours, which involves the re-projection of each surface to a sphere via a metric-
preserving inflation process, registration to a spherical atlas [7/I6] and cortical
parcellation using atlas labels [5].

Recently, Henschel et al. [12] developed a pipeline called FastSurfer that
accelerates processing times using deep learning for brain segmentation and
spectral embedding for registration to a spherical atlas. Despite considerably
reducing processing times compared to traditional approaches, this pipeline still
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requires the processing of volume segmentation and surface reconstruction in
two consecutive steps, via a combination of different techniques. To overcome
this limitation, Cruz et al. [3] has proposed a deep learning model for cortical
surface reconstruction, called DeepCSR. Inspired by [21], DeepCSR reconstructs
a surface without the need for an explicit segmentation, by sampling points on a
reference grid of arbitrary resolution. However, this process is highly expensive
for surfaces with hundreds of thousands of points, in terms of both computa-
tion and memory. Additionally, DeepCSR only enables surface reconstruction,
and not parcellation which is one of the most time-costly operations in standard
neuroimaging pipelines. Approaches in the lines of [9I25I8/T0JT9] have proposed
algorithms to operate directly on surface data for cortical parcellation. Spectral
embeddings of surface meshes in a low-dimensional space [18] were also used
to predict cortical parcellation labels, but their main limitation was that mesh
nodes are considered separately instead of jointly. To better exploit the connec-
tivity information of a mesh graph, recent work has been proposed with graph
convolutional networks (GCN) [925TTIT0]. While this strategy provides a faster
and more accurate parcellation of the cortical surface, it is, however, sensitive
to any error from a separate surface mesh reconstruction.

This paper proposes a novel deep learning model, SEGRECON, for the joint
reconstruction and parcellation of cortical surfaces. Our end-to-end model works
directly on MRI volumes and predicts a dense set of surface points along with
their corresponding parcellation labels. The proposed architecture, built upon
the 3D-UNet [2], is trained to predict for each voxel of an input volume a vector
encoding the brain hemisphere of the voxel, its signed distance to the white-
to-grey-matter interface, and its spherical coordinates in the registered atlas
space. By learning this multi-task problem, the network can thereafter be used to
reconstruct and segment implicit brain surfaces both efficiently and topologically
accurate [I].

The main contributions of our work are the following: (1) To our knowledge,
we propose the first deep learning model to take an MRI volume as input and
parcelate and jointly reconstruct the brain surfaces. This contrasts with existing
approaches, which either perform surface reconstruction and segmentation in
separate steps [12], are limited to reconstruction [3], or require a pre-generated
mesh as input [925][18]; (2) Compared to DeepCSR, the proposed network im-
plements a fully-convolutional architecture that densely predicts the location
relative to cortical surfaces for each voxel of the input image, in a single feed-
forward pass; (3) For parcellation, with respect to the widely-used FreeSurfer
software, our method achieves a 4.3% improvement in Dice, while being several
orders of magnitude faster as well as generating cortical surface.

In the next section, we present the proposed deep learning model for these
tasks, describing in detail the network architecture, training losses, and inference
steps. The performance of our method is evaluated on the MindBoggle dataset
[15]. The ablation study and comparison to the state-of-art in our experiments
demonstrate the benefits of our method.



Title Suppressed Due to Excessive Length 3

3D conv stride 1 3D transposed conv Atlas
3D conv stride 2 Dropout
| k. o |
Instance normalization Skip connections | > =l w '
| 5 H

_ A <

Joint surface reconstruction & segmentation |

) 3 Gaussian
: Iso-surface smoothing
[

€5 | Conevuction | €= +
H [ Topo.

' correction
'\ _Surface reconstruction

Fig. 1. Overview of SegRecon: The 3D-CNN model takes as input MRI volume
X for joint learning of the signed distance to white-to-grey matter interface and its
corresponding spherical coordinates in the registered atlas space. (Red) The cortical
surface is reconstructed by applying Gaussian smoothing and topological correction
on the predicted signed distance map prediction d,(X), followed by iso-surface recon-
struction via the Marching Cubes algorithm. (Blue) In parallel, the predicted spherical
atlas coordinates (7, (X), ¢» (X)) and hemisphere label (h,(X)) are used to propagate
atlas parcellation labels to near-surface voxels v. An illustration for left hemisphere is
shown here.

2 Method

An overview of SEGRECON is shown in Fig. [I] with the end-to-end surface con-
struction and segmentation steps illustrated. Let D = {(X;,S;,Yi)}, be a
training set composed of 3D volumes, X € RIC! with voxel set Q C R3; surfaces
defined by m points, S; € R™*3; and segmentation labels, ¥; € R™*¢ where ¢ is
the number of segmentation classes. The goal is to learn a function f parame-
terized by 8 which maps an input 3D volume X to a surface with points S and
corresponding labels Y.

One of the main challenges in this task comes from the disparity between the
well-defined grid space of images X and the domain of surfaces S where the num-
ber of points can vary from one surface to another and points can lie anywhere
in 3D space. In [3], this problem is solved by giving as input to model f both
the image X and a query point p € R? in the template space. The model then
predicts if p belongs to the surface in X, or alternatively its distance to this sur-
face. To reconstruct a surface at inference time, the model is queried over a fixed
reference grid. While this strategy allows reconstructing a surface at arbitrary
resolution, it suffers from two important drawbacks. First, since the template
points which can be in the hundreds of thousands are queried independently,
reconstructing a surface requires significant time and computation. Moreover,
unlike dense prediction approaches, this strategy does not exploit the spatial
relationship between points. Last, because feature maps need to be computed
for the whole 3D volume X, it also needs a large amount of memory.
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To overcome these drawbacks, we instead learn a model that densely projects
voxels of the input volume X to a spherical atlas space. Specifically, f maps each
voxel v € Q to a vector

FoX) = [du(X), d0(X), 70 (X), 1 (X), i (X), 12 (X)], (1)

where d,(X) is the signed distance from v to its nearest surface point, such
that d,(X) <0 if v is inside the surface else d,(X) >0, ¢,(X), 7,(X) are the
polar angle and azimuthal angle of v € Q defining its position in the spherical
atlas, and h"(X), hr"(X), h%9(X) € [0,1] are the probabilities that v is in
the left hemisphere, right hemisphere and background, respectively. Here, polar
and azimuthal angles are normalized so to lie in the [—1,1] range. A further
topological correction step [I] over the predicted surface points prevents the
extraction of critical points yielding topological defects. The resulting surface
is defined implicitly as the O-levelset of the distance map and can be efficiently
reconstructed using an iso-surface extraction algorithm such as the Marching
Cubes [20].

2.1 Training the model

Denote ﬁ = f(X;) as the predicted vector for an image X; and let f; be the cor-
responding ground-truth. To train the model, we use the following loss function

LO:D) =Y las(®f) + Mlnemi(Fi, ), (2)

i=1

The first loss term, fq,,, ensures that the signed distance of voxels to the surface,
as well as their position in the spherical atlas space, are well predicted. Dropping
index 4 for simplicity, it is defined as:

bra (. 8) = 3 Vi [ = )? + min {(Bu = 0%, (1460~ 00)?)
veQ
+ min{(fy\v — %)% (147 _%)2) }] (3)

where 1p is the indicator function, equal to 1 if predicate P is true else, 0
otherwise. We only consider voxels within a distance of € to the nearest surface
point in order to focus learning on relevant points close to our surface. This
is achieved with function 14,|<¢ in Eq. . Additionally, we consider the non-
uniqueness of spherical coordinates (e.g., —m = 7) by computing, for each angle,
the minimum Lo distance from the predicted angle or this angle plus 1 to the
ground-truth. The distance d,, is, therefore, defined between the center of the
voxel v in image space and the nearest point on surface S. In this work, we use the
surface mesh generated by FreeSurfer for training. The sign of d,, is determined
using the white-matter segmentation mask, with voxels inside the white matter
having a negative distance. Likewise, the ground-truth spherical coordinates ¢,
and +, are obtained using FreeSurfer [6] with the Desikan-Killiany-Tourville
(DKT) atlas [16].
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The second term, {pem; enables the network to predict in which hemisphere
lies a voxel v. This prediction is necessary since the surface atlas is defined
separately for each hemisphere. Here, we use cross-entropy as loss function:

bhemi(B.6) = =Y >~ he loghs. (4)

veQ ce{lh,rh,bg}

The ground-truth hemisphere masks are once again obtained from FreeSurfer.

2.2 Surface reconstruction and segmentation

Once the network is trained, it can be used to reconstruct and segment surfaces
directly from a test volume X. First, we feed the volume to the network to obtain
a prediction vector for all voxels. Since the network is fully-convolutional, this
can be done efficiently in a single feed-forward pass. Next, we apply a small-width
Gaussian filter on the predicted 3D distance map d using a single convolution
operation and employ a topological correction step [I] to overcome any defects
in the surface.

To segment the surface, we first compute the near-surface voxels in each
hemisphere as follows:

S¢ = {veQ|l|d] <e AN c=argmax iALil}, c € {lh,rh}. (5)

We then find the nearest-neighbor to a given reference atlas R¢ for all the near-
surface voxels v € S¢ using their predicted angles ¢, and 7,. The segmentation
labels from this reference atlas R° are then projected back to the near-surface
voxels S€.

2.3 Implementation details

The overall architecture of SEGRECON is shown in Fig[I] As an input, we provide
the skull-stripped, intensity normalized 3D T1-MRI volume. We use a 3D-UNet
architecture similar to [2] in order to map the input voxel to a point in the
spherical atlas space.

We apply a softmax activation in the first three output channels to predict
the probability of a voxel belonging to the background, left hemisphere, or right
hemisphere. The polar and azimuthal angles, ¢, and %, are predicted with a
tanh activation. The last output channel produces the signed distance map d,, for
each voxel. The network parameters, 6, are optimized using a stochastic gradient
descent with the Adam optimizer[I4]. During training, we pick € in Eq. [3[ to be
2.5. The surface is reconstructed using the Marching Cubes [20] on the 0-levelset
of a distance map of the predicted signed distance, smoothed with a Gaussian
kernel of sigma=0.5 and topologically correct [I]. We use an i7 desktop machine
with 16Gb RAM and Nvidia RTX 2080 GPU for our work.
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Fig. 2. Surface visualization: Comparison of a cortical surface predicted by our
method (Gaussian smoothing 0 =0.001) and FreeSurfer [7]. Our SEGRECON method in
comparison with FreeSurfer meshes yields a reconstruction error of 1.313 voxels (avg.
Hausdorff distance) with visually similar results while being orders of magnitude faster.

3 Experiments and results

To benchmark the performance of our method, we use one of the largest publicly
available dataset containing manual surface parcellation, MindBoggle [15]. This
dataset contains 101 subjects with MRI volumes, FreeSurfer processed meshes,
and 32 manually-labeled cortical parcels. We split the dataset randomly into
training, validation, and testing using a ratio of 70-10-20%. The qualitative re-
sults of the reconstructed surface is shown in Bl The reconstruction error in
terms of Hausdorff distances between the predicted and FreeSurfer meshes is
found to be 1.313 voxels only. In a first experiment, we evaluate the effect of
varying the reference atlas template for predicting parcellation labels, and show
that a robust parcellation can be achieved by combining the predictions from
multiple atlases. Finally, we highlight the advantages of joint reconstruction and
parcellation methods against state-of-the-art methods.

3.1 Effect of reference atlas on parcellation

Instead of predicting class probabilities for each voxel, as in standard 3D segmen-
tation networks, the proposed network predicts spherical atlas coordinates (i.e.,
angles (Ev and 7, ). This has two important advantages: i) considerably reducing
the number of outputs for the number of classes to only two, and i) providing
information on the precise location of a voxel inside a parcel instead of simply
measuring if a voxel is inside a parcel or not. As we will show in the next sec-
tion, this continuous prediction strategy leads to a higher accuracy compared to
a standard segmentation approach. However, the final predicted labels depend
on the reference atlas.

For assessing the impact of the reference atlas on segmentation performance,
we randomly select five subjects from the training set and use the spherical
coordinates and parcellation labels of their surface mesh nodes as different atlases
Refy, ..., Refs. Table [[] reports the mean Dice score obtained for test subjects
using each of the five atlases. While a high accuracy is obtained in all cases, the
performance also varies significantly from 84.60% to 87.33%.

To provide a greater robustness to the choice of atlas, we apply a simple
multi-atlas strategy in which a separate prediction is obtained for each atlas,
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and individual predictions are then combined using majority voting. As shown
in Table 1] (last column) this strategy leads to an important boost in Dice score
to 88.69% compared to the average of 85.63% computed across all atlases.

3.2 Comparison with the state-of-the-art

We next compare our joint reconstruction and parcellation method against sev-
eral baselines and recent approaches. Table [2| reports the performance of tested
methods in terms of average Dice scores, mean Hausdorff distances and run-
time. To evaluate the benefit of predicting cortical parcels using spherical atlas
coordinates, we first train a 3D-UNet to predict the parcellation label probabil-
ities directly at the voxel level as in standard 3D segmentation networks. This
baseline, called DirectSeg in Table 2 gives a low Dice score of 79.95%.

We also evaluate the FreeSurfer parcellation against the manual labels pro-
vided in the MindBoggle dataset. FreeSurfer considerably improves parcellation
accuracy compared to DirectSeg with a Dice score of 84.39%. However, this
comes at the price of a significant increase in computation times, from 300 mil-
liseconds per volume for DirectSeg to a few hours for FreeSurfer.

Third, we show the advantage of predicting cortical surfaces directly from 3D
images, as in our method, compared to working with surface meshes computed
previously. Toward this goal, we test two mesh-based models, named FS + SRF
and FS+ GCN in the results. The first one, Spectral Random Forest (SRF) [18],
performs a spectral embedding of nodes in the FreeSurfer mesh graph using the
main eigen-components of its Laplace matrix. The labels of embedded nodes are
then predicted separately using a Random Forest classifier. In the latter, the
connectivity of nodes in the mesh graph is also exploited in the prediction using
a graph convolutional network (GCN) [9]. As can be seen, predicting labels for all
nodes simultaneously in FS+ GCN, instead of individually in FS+ RF, largely
improves Dice score by 6.72%. However, as both approaches require generating
surface meshes in a former step, which can take around 2 hours for FreeSurfer,
their total run time remains substantial. In comparison, our method achieves
a mean Dice score of 88.69% with an average total run time of 8 seconds per
volume. That is a 4.30% improvement over the Dice score of FreeSurfer, at a
fraction of its computational cost.

Next, we evaluate the performance of our method SEGRECON in two differ-
ent settings. First, we show the importance of the hemisphere prediction loss
of Eq. on performance. To do so, we reduce the weight A = 0.0001 of the

Table 1. Effect of reference atlas: Column 1-5: The average Dice overlap (in %)
obtained after using five different references as an atlas for label propagation. The last
column shows the results when we vote across five different atlas references.

Ref; Refs Refs Ref, Refs Voting
84.60+1.90 85.85+1.79 85.294+1.93 85.084+1.54 &87.33+1.90 88.69+1.84
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Fig. 3. Parcellation performance: The manual parcellation boundaries are shown in
red, with our predicted parcellation boundaries in black. Our model segments 32 parcels
in total on the brain surface. We show four parcels, namely, Triangularis, Insula, Caudal
middle frontal and middle temporal of the left hemisphere for qualitative analysis. The
cortical mesh is inflated here for visualization.

Table 2. Evaluation of SegRecon: Comparison against approaches in terms of
Dice scores (in %), Hausdorff Distances (in mm), and computational time. The first
row shows the performance of a DirectSeg a 3D-CNN network on surface parcellation.
The second row illustrates the results of the traditional FreeSurfer algorithm for par-
cellation. In the third and fourth row, we show the ability of a Spectral Random Forest
(SRF) and GCN learning based approach to segment the cortical surface. The fifth row
shows the importance of learning hemisphere segmentation in our work. Finally, in the
last row, we show the performance of our model.

Methods Dice overlap (%) Hausdorff (mm) Time
DirectSeg 79.95 +2.58 — ~ 300 milliseconds
FreeSurfer 84.39 +£1.91 2.11 £0.29 ~ 4 hours
FS+ SRF 79.89 +2.62 1.97 +£0.40 ~ 2 hours + 18 sec
FS+ GCN 86.61 +2.45 1.66 +0.44 ~ 2 hours + 3 sec
w/o hemisphere 59.28 +12.20 3.94 £3.14 ~ 8 sec
SegRecon (Ours) 88.69 +1.84 1.20 +£1.36 ~ 8 sec

loss term fyem; during training in Eq. . This ablation baseline is denoted as
w/o hemisphere in Table[2] As can be observed, the lack of accurate hemisphere
prediction results in ambiguous label prediction for surface voxels in both hemi-
spheres which results in a low Dice score of 59.28%. Finally, we present the
setting of our model for predicting a distance d,, for each voxel. In this way, our
model predicts the iso-surface for surface reconstruction. The accurate predic-
tion of polar and azimuthal angles (i.e., ¢, and 7,) for obtaining parcel labels
from the atlas yields an average Dice score of 88.69%. Similar improvements of
our method compared to other approaches are also found for the Hausdorff dis-
tance metric. Qualitative results obtained by our surface segmentation method
are shown in Fig. [3] where we illustrate the differences between the predicted
and manual label boundaries for four different parcels or regions.

4 Conclusion

In this work, we presented SEGRECON, a novel deep learning end-to-end model
for the joint surface reconstruction and segmentation directly from MRI vol-
umes. The signed distance map predicted densely by our network offers a im-
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plicit description of the surface. After enforcing a topological guarantee [I], a
surface mesh is generated from the signed distance map using, for instance, the
Marching Cubes [20]. Our experiments first analyzed the impact of the reference
atlas used for transferring cortical parcellation labels to the surface. A robust
performance with Dice score of 88.69% can be achieved for cortical parcella-
tion via a multi-atlas strategy where the predictions for different atlases are
combined using majority voting. We also compared our method against several
baselines and state-of-the-art approaches for cortical parcellation. Our approach
has higher Dice score over 3D-UNet (79.9%), without offering a reconstructed
cortical surface, higher Dice score (84.3%) and lower computation time over
FreeSurfer (hours vs. seconds) and can perform a joint surface reconstruction
and parcellation with higher Dice score compared to GCN (86.6%) that require
pre-computed surfaces as input. Furthermore, while state-of-art methods ob-
tained a mean Hausdorfl distance close to 2mm, our model achieved a lowest
mean distance of 1.20 mm. While Gaussian smoothing and topological correc-
tion can alleviate reconstruction artifacts, this technique are performed as a
post processing step. Additionally, imposing topological constraints during net-
work training and local smoothing based on anisotropic diffusion [22] could help
regularize the mesh while better preserving cortical folding patterns.
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